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PREF 

Linear algebra is an important course for a di verse number of students for at least 
two reasons. First, few subjects can claim \0 have such widespread applications 
in other areas of mathematics-multi variable calculus, differential equations, and 
probability, for example-as well as in physics, biology, chemistry. economics, fi-
nance, psychology, sociology. and all fields of engineering. Second, Ihc subject 
presents the student at Ihc sophomore level with an excellent opportunity to learn 
how to handle abstract concepts. 

This book provides an introduction to Ihc basic ideas and computational tech-
niques of linear algebra at the sophomore level. It also includes a wide variety 
of carefully selected applications. These include topics of contemporary interest. 
such as GoogleTh1 and Global Positioning System (DPS). The book also introduces 
the student to working with abstract concepts. In covering the basic ideas of linear 
algebra. the abstract ideas are carefully balanced by considerable emphasis on the 
geometrical and computational aspects of the subject. This edition continues to 
provide Ihe optional opportunity to use M AT LAB™or other soft ware to enhance 
the pedagogy of the book. 

What's New in the Ninth Edition 
We have been vcry pleased by the wide acccptance of the first eight editions of 
this book throughout Ihe 38 years of its life. In prcparing thi s edition. we have 
carefully considered many suggestions from faculty and students for improving 
the content and presentation of the matcrial. We have been especially gratifi ed by 
hearing from the multigenerational users who used this book as students and are 
now using it as faculty members. Although a great many changes have been made 
to develop this major revision. our objective has remained the same as in the first 
cight editions: 10 presellf the bCl.fic ideas of linear algebra in a II/w!/Ie r tlwlthe 
sludellf will fi nd understandahle. To achieve this objective, thc followin g fcatures 
have been developed in this edition: 

DisclLssion questions have been added to the Chapter Review material. Many 
o f these are suitable for writ ing projects or group activities. 

Old Section 2.1 has been split into two sections, 2.1, Echelon Fonn of a Ma-
Irix, and 2.2. Solvillg Linear ｓｙｾ ﾷ ｦ･ｬｬｬ ｳ Ｎ＠ This will provide improved pedagogy 
for covering this important material. 

Old Chaptcr 6, Determinants, has now becomc Chapter 3, to permit earlier 
coverage of this material. 

• Old Section 3.4, Span and Linear Independence, has been split into two sec-
tions, 4.3. Span, and 4.4, Linear Independence. Sincc students often have 
difficulties with these more abstract topics. this revision presents this material 
at a somewhat slO\"er pace and has more examples. 

xi 



 
xii Preface 

Chapter 8, Applicatio/l.I· of Eigelll'lllue.r (llId Eigelll'ecfors, is new to this edition 
in thi s form. It consists o f old sections 7.3, 7.6 through 7.9. material from old 
section 7.5 on the transmission of symmetric images. and old sections 8.1 and 
8.2. 

More geomctric material illustrating the discussions o f diagonali zation ofsym-
metric matrices and singular value decompositions. 

• Section 1.7, Compllfer Gmphic.r, has been expanded. 

More applications have been added. These include networks and chemical 
balance equations 

The expositi on has been expanded in many places to improve the pedagogy 
and more explanations have been added to show the importance of certain 
material and results. 

A simplified discussion showing how linear algebra is used in global position-
ing systems (GPS) has been added. 

More material on recurrence relations has been added. 

More vari ed examples of vector spaces have been introduced. 

More material discussing the four fundamental subspaces of linear algebra 
have beell added. 

• More geometry has been added. 

More figures have been added. 

• More exercises at all levels have been added. 

Exercises involving real world data have been updated to include more recent 
data sets. 

• More M AT LAB exercises have been added. 

EXERCISES The exercises rOml an integral part of the text. Many of them are numerical in 
nature, whereas others arc of a theoretical type. :-lew to this edition are Discus-
sion Exercises at the end of each of the first seven chapters, which can be used for 
writ ing projects or group activities. Many theoretical and discussion exercises. as 
well as some numerical ones, call for a verbal solution. In this technological age, 
it is especially important to be able to write with care and precision: exercises of 
this type should help to sharpen this skill. Thi s editi on contains almost 200 new 

exercises. Computer exercises. clearly indicated by a special symbol .!. arc of 
two types: in the fi rst eight chapters there arc exercises allowing for discovery and 
exploration that do not specify any particular software to be used for their .• olu-
tion: in Chapter tU there are 147 exercises designed to be solved using MATLAB. 
To extend the instructional capabilities of M AT LAB we have devcloped a set or 
pedagogical routines. called scripts or M- fi les, to illu strate concepts, streamline 
step-by-step computational procedures, and demonstrate geometric aspects of top-
ics using graphical displays. We feel that M AT LAB and our instructional M·fil es 
provide an opportunity for a working pannership between the student and the com-
puter that in many ways fo recasts situations that will occur once a student joins the 
technological workforce. The exercises in this chrlpter arc keyed to topics rather 
than individual sections o f the text. Short descripti ve headings and references to 
M ATI .AR commnntt., in rhnplcr 9 supply informmion nholll Ihe ｳ･ｬＮｾ＠ of exerci.'cs 
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The answers to all odd-numbered exercises appear in the back of the book. An In-
structor's Solutions Manual (ISBN: 0-13-229655-1), containing answers to all 
even-numbered exercises and solutions to all theoretical exercises, is available (to 
instructors only) from the publisher. 

PRESENTATION We have learned from experience that at the sophomore level, abstract ideas must 
be introduced quite gradually and must be based on firm foundations. Thus we 
begin the study of linear algebra wit h the treatment of matrices as mere arrays of 
numbers that arise naturally in the solution of ｳｹｳ ｬ ｾｭｳ＠ of linear equations, a prob-
lem already familiar to the studen1. Much al1cntion has been devoted from one 
edition to the next to refining and improving the pedagogical aspects of the exposi-
tion. The abstract ideas are carefully balanced by the considerable emphasis on the 
geometrical and computational aspects of the subject. Appendix C, Illt roductioll 
to Proofs can be used 10 give the studcnt a quick introduction 10 the foundations of 
proofs in mathematics. An expanded version of this material appears in Chapter 0 
of the Student Solutions Manual. 

MATERIAL COVERED [n using this book, for a one-quaner linear algebra course meeting four times a 
week, no difficult y has been encountered in covering eigenvalues and eigenvectors, 
omil1ing thc optional matcrial. Varying the amount oftimc spent on the thcoretical 
material can readil y change the level and pace of the course. Thus, the book can 
be used to teach a number of different types of courscs. 

Chapter I deals v.-ith matrices and their propcnies. In this chapter we also 
provide an carly introduction to matrix transformations and an application of thc 
dot product to statistics. Methods for solving systems of lincar equations are dis-
cussed in Chapter 2. Chapter 3 introduces the basic properties of determinants 
and some of their applications. In Chapter 4, we corne to a more abstract notion, 
rcal vector spaces. Here we tap some of the many geometric ideas that arise nat-
urally. Thus we prove that an II -dimensional, real vector space is isomorphic to 
R", thc vector space of all ordered n-tuples of real numbers. or the vector space 
of all II x I matrices with real entries. Since R" is but a sli ght generalization of 
R2 and R3. two- and three-dimensional space are discussed at the beginning of 
the chapter. This shows that the notion of a finit e-dimensional. real vector space 
is not as remote as it may have seemed when first introduced. Chapter 5 cov-
ers inner product spaces and has a strong geometri c orientation. Chapter 6 deals 
with matrices and linear transformations: here we consider the dimension theo-
rems and also applications to the solution of systems of linear equations. Chapter 
7 considers eigenvalues and eigenvectors. In this chapter we completely solve the 
diagona[ization problem for symmetric matrices. Chapter 8 (optional) ｰ ｲ ･ｾ･ ｮ ｴｳ＠

an introduction to some applications of e igenvalues and eigenvectors. Section 8.3, 
DOll/inalll Eigellvalue and Principal Compollent Analysis, hi ghli ghts some very 
useful results in l inear algebra. 11 is possible to go from Section 7.2 directl y to 
Section 8.4. Differelllial Equations. showi ng how linear algebra is used 10 solve 
differcntial equations. Section 8.5. Dynamical Sy.flem.\· gives an application of lin-
ear algebra to an imponant area of modern applied mathematics. In this chapter we 
also discuss real quadratic fornls, conic sections. and quadric surL1ces. Chapter 
9. M AT LAB for Linear Algebra, provides an introduction to MATL AB . Chapter 
10. MATL AB Exercises. consists of [47 exercises that are designed to be solved 
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MAnAS SOFTWARE 

STUDENT SOLUTIONS 
MANUAL 

ACKNOWLEDGMENTS 

using MAT LAB. Appendix A reviews some very basic material dealing with sets 
and functions. It can bc consulted at any time as needed. Appendix B, on com-
plex numbers, introduces in a brief but thorough manner complex numbers and 
their use in linear algebra. Appendix C provides a brief introduction to proofs in 
mathematics. 

The instructional M-f i lcs that have been developed to be used for solving thc ex-
ercises in thi s book, in particular those in Chapter 9, are available on the follow-
ing website: ww w.prenhall.comlkolman. These M-files arc designed to transform 
many of MATL AB'S capabilities into courseware. Although the computational 
exercises can be solved using a number of software packages, in our judgment 
MAT LAB is the most suitable package for this purpose. MATL AB is a versatile 
and powerful soft ware package whose cornerstone is its li near algebra capabili-
ties. This is done by providing pedagogy that allows the student to interact with 
MAT LAB. thereby letting the student think through all the steps in the soluti on 
of a problem and relegating MATL AB to act as a powerful calculator to relieve the 
drudgery of tedious computation. Indeed, this is the ideal role for MATL AB (or any 
other similar package) in a beginning linear algebra course, for in this course, more 
than many others, the tedium of lengthy computations makes it almost impossible 
to solve a modest-size problem. Thus, by introducing pedagogy and reining in 
the power of MATL AB, these M-files provi de a working partnership between the 
student and the computer. Moreover. the intrcxluction to a powerfu l tool such as 
MATLAB earl y in the student's college career opens the way for other software 
support in hi gher-level courses, especially in science and engineering. 

MAT LAB incorporates professionally developed quality computer routines for 
linear algebra computation. The code employed by MATL AB is wrill en in the C 
language and is upgraded as new versions of MATL AB arc released. MATL AB 
is available from The Math Works Inc., 3 Apple Hi ll Dri ve, Natick, MA 01760, 
e-mail : info@mathworks.com. [508-647-70001. The Student version is available 
from The Math Works at a reasonable cos\. This Sllldent Edition of MATL AB 
also includes a version of Maple™, thereby providing a symbolic computational 
capability. 

The Student Solutions Manual (ISBN: O-13-229656-X), prepared by Dennis R. 
Kl etzing, Stetson Uni versit y, contains solutions to all odd-numbered exercises, 
both numeri cal and theoretical. 

We arc pleased to express our thanks to the following reviewers of the fir st eight 
editi ons: the late Edward Norman. University of Central Florida; the late Charles 
S. Duris, and Herbert J. Nichol, both at Drexel Universit y; Stephen D. Kerr, We-
ber State College; Norman Lee, Ball State University; William Briggs, Universit y 
of Colorado: Richard Roth. Uni versit y of Colorado; David Stanford, College of 
William and Mary; David L. Abrahamson, Rhode Island College; Ruth Berger, 
Memphis State University ; Mi chael A. Geraghty, University of Iowa; You-Feng 
Lin. University of South Florida; Lothar Redlin, Pennsylvania State University, 
Abington; Richard Sot, University of Nevada, Reno; Raymond Southworth, Pro-
fessor Emerilll s, College of William and Mary; 1. Barry TUTen , Oakland Univer-
sity : Gordon Brown, University of Colorado; Mall Insall , Uni versity of Mi s;ouri 
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at Rolla; Wolfgang Kappe State University of New York at Binghampton; Richard 
P. Kubelka, San Jose State University; James Nation, Uni versity o f Hawaii; David 
Peterson, University o f Central Arkansas; Malcolm J. Sherman, State Uni versity 
o f New York at Albany: Alcx Stanoyevitch, Uni versit y of Hawaii; Barbara Tabak, 
Brandeis Uni versit y; Loring W. Tu Tufts University; Manfred Ko lster. McMaster 
University ; Daniel Cunningham, Buffalo State Coll ege; Larry K. Chu. Minot State 
University : Danie l King, Sarah L1wrence University; Kevin Yang, Min ot State 
University ; Avy Soffer, Rutgers University; David Kaminski , University of Leth-
bridge, Patri cia Beauli eu. University o f Louis iana, Will Murray, California State 
Umversity at Long Beach and o f the ninth editi on: Thalia U. Jell res. Wi chita State 
University, Manuel Lopez. Rochester Institute of Technology, Thomas L. Scofield. 
Calvin Coitege, Jim Gehnnann, California State University, Sacramento, John M. 
Erdman. Portland State University. Ada Cheng, Kettering University. Juergen Ger-
lach, Radford Universit y, and Martha Allen, Georgia College and State University. 

The numerous suggestions, comments, and crit ic isms of these people greatly 
improved the manuscript. 

We thank Dennis R. Kl etzing, who typeset the entire manuscript, the Student 
Solutions Manl/al. and the Instructor's So/utions Mal/ual. He found and corrected 
a nllmher of mathemari cal errors in the manuscripr . Ir was a pleasllf e working with 
him. 

We thank Blaise deSesa for carefully checking the answers to all the exercises. 
We thank William T. Williams. fo r kindly letting us put his strikin g image 

Trane on the cover o f this editi on. 
We also thank Lilian N. Brady and Nina Edelman, Temple University, for crit -

ically and carefully reading page proofs: and instructors and students from many 
institutions in the United Slates and other countri es, for sharing with us their ex-
peri ences with the book for the past 38 years and offering helpful suggestio ns. 

Finally, a sincere expressio n o f thanks goes to Scot! Di sanno. Senior Man-
aging Editor: to Holl y Stark, Senior Editor; to Jennifer Lonschein. Editorial As-
s istant, and to the enti re staff of Prentice Hall for their enthusiasm, interest. and 
unfailing cooperation during the conception, design, production. and marketing 
phases o f this editi on. It was a genuine pleasure working with them. 

B.K. 
D.R.H. 
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THE 

This course may be unlike any other mathematics course thaI you have studied 
thus far in at least two important ways. First, it may be your initial introduction 
to abstraction. Second, it is a mathematics course that may well have thc greatest 
impact on your vocation. 

Unlike other mathematics courses, this course will not give you a toolkit o f 
isolated computational techniques for solving certain types of problems. Instead. 
we will develop a core of material called linear algebra by introducing certain def-
initions and creating procedures fo r determining properties and proving theorems. 
Proving a theorem is a "kilt that lakes time to master, so we will develop your skill 
al proving mathematical result s very carefully. We introduce you to abstraction 
slowly and amply illu strate each abstract idea with concrete numeri cal examples 
and applications. Although you will be doing a lot of computations, the goal in 
most problems is not merely to get the "right" answer. but to understand and be 
able explain how to get the answer and then interpret the result. 

Linear algebra is used in the everyday worl d to solve problems in other areas 
o f mathematics. physics. biology, chemistry. engineering, statistics. economics, fi-
nance. psychology, and sociology. Applications that use linear algebra include the 
transmission of information, the development o f special effects in film and video. 
recording of sound, Web search engines on the Internet, global positioning system 
(GPS) and economic analyses. Thus, you can see how profoundly linear algebra 
affects you. A selected number of applications are included in this book, and if 
there is enough time, some of these may be covered in your course. Additionally, 
many of the applications call be used as self-study projects. An extensive list of 
;Jrplic:lIions npPC;Jrs in thc front insiflc COVCL 

There arc four different types of exercises in this book. First, there are com-
putational exercises. These exercises and the numbers in them have been carefull y 
chosen so that almost all of them can readily be done by hand. When you use 
linear algebra in real applications, you will lind that the problems are much bigger 
in size and the Ilumber,; that occur in them arc not always "nice." Thi s is not a 
problem because you will almost certainly use powerful software to solve them. A 
taste of this type of software is provided by the third type of exercises. These are 
exercises designed to be solved by using a compmer and M AT LAB TM, a powerful 
matrix-based application that is widely used in industry. The second type of ex-
ercises are theoretical. Some of these may ask you to prove a result or discu;s an 
idea. The fourth type of exercises are discussion exercises, which can be used as 
group projects. In today's world, it is not enough to be able to compute an answer; 
you often have to prepare a report di scussing your solution, justifyi ng the steps in 
your soluti on. and interpreting your result s. These types o f exercises will give you 
experience in writing mathematics. Mathematics uses words. not just symbols. 
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xviii To the Student 

How to Succeed in Linear Algebra 
• Read the book slowly with pencil and paper at hand. You might have to read 

a particular section more than once. Take the time to verify the steps marked 
"verify" in the text. 

Make sure to do your homework on a timely basis. If you wait unti l the prob-
lems are explained in class, you wi ll miss learning how to solve a problem by 
yoursclf. Even if you can't complete a problem. try it anyway, so that when 
you see it done in class you will understand it more easily. You might find 
it helpful to work with other students on the material covered in <:lass and on 
some homework problems. 

Make sure that you ask fo r help as soon as something is not clear to you. Each 
abstract idea in this course is based on previously developed ideas- much like 
laying a foundation and then building a house. If any of the ideas are fuzzy to 
you or missing, your knowledge of the course will not be sturdy enough for 
you to grasp succeeding ideas. 

Make usc of the pedagogical tools provided in this book. At the end of each 
section in the fi rst eight chapters. we have a list of key terms; at the end of each 
of thc first seven chapters we have a chapter review, supplementary exercises,a 
chapter quiz, and discussion exercises. Answers to the odd-numbered compu-
tational exercises appear at the end of the book. The Student Solutions Manual 
provides detailed solutions to all odd-numbered exercises, both numerical and 
theoretical. It can be purchased from the publisher (ISBN O-13-229656-X). 

We assure you that your efforts to learn linear algebra well will be amply 
rewarded in other courses and in your professional career. 

We wish you much success in your study of li near algebra. 



 

CHAPTER 

Linear Equations 
and Matrices 

m Systems of Linear Equations 

One of the most frequently recurring practical problems in many fields of study-
such as mathematics. physics, biology, chemistry, economics. all phases of engi-
neering. operations research, and the social sciences- is that of solving a system 
of linear equations. The equation 

(I ) 

which expresses the real or complex quantity b in tcrms of the unknowns X I , X2, 

.. • , X" and the real or complex constants (II. (12 • ... • (In, is call ed a linear equa-
tion. In many applications we are given b and must find numbers Xl. Xl . ... . X" 

satisfying (I). 
A solution to Iinea.r Equation (I) is a sequence of /I numbers SI.,f2.. .,f". 

which has the propeny that ( I) is satisfi ed when XI = ,fl, -'"2 = S2, . .. ,X" = s" are 
substituted in (1). Thus XI = 2, X2 = 3. and XJ = - 4 is a solution to the linear 
equation 

because 
6(2) - 3(3) + 4( - 4) ｾ＠ - 13. 

More generall y, a system of III linear equations in /I unknowns, Xl, -'"2 .. . .. X". 
or a linear system, is a set of III linear equations each in n unknowns. A linear 

NOIe: Appendix A revitws some \"Cry basic material dealing witll sets and functions. It rail be 
consulted at any time. as needed. 
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EXAMPLE 1 

system can conveniently be wri tten as 

(2) 

Thus the ith equation is 

I.n (2) the (Ii) are known constants. Given values of hi. h2 • ...• h",. we want to find 
values of XI. X2 . .. .. x" that will satisfy each equation in (2). 

A solution to linear system (2) is a sequence of 1/ numbers SI. S2. . . SII' 

which has the property that each equation in (2) is satisfi ed when XI = .1"1. X2 = .\·2 , 

.... x" = .f" are substituted. 
If the linear system (2) has no solution, it is ｾ｡ ｩ､＠ to be inconsistent: if it has 

a solution. it is called consistent. If b l = h2 = = b", = 0, then (2) is 
call ed a homogeneous system. Note that XI = x? = = x" = 0 is always 
a solution to a homogeneous system; it is called the trivial solution. A soluti on 
to a homogeneous system in which not all of XI. X2 • ... • XII are zero is called a 
nontrivial solution. 

Consider another system of r linear equations in 1/ unknowns: 

CIIXI + CI2X2 + ... + Cl nT" = til 

C21XI + CnX2 + ... + Cil,T" = til 
(3) 

We say that (2) and (3) are equivalent if they both have exactly the same solutions. 

The linear system 

XI - 3X2=-7 

2xI + X2 = 7 

has only the solution XI = 2 and X2 = 3. The linear system 

8x, - 3X2 = 7 

3x, - 2tl = 0 

IOXI - 21:2 = 14 

(4) 

(5) 

also has only the solution XI = 2 and X2 = 3. Thus (4) and (5) are equivalent. • 

To find a solution to a linear system, we shall use a technique called the 
method of elimination: that is, we eliminate some variables by adding a multiple 
of one equation to another equation. Elimination merely amounts to the develop-
ment of a new linear system that is equivalent 10 the original system, but is much 
simpler 10 solve. Readers have probably confined their earli er work in this area to 



 

EXAMPLE 2 

EXAMPLE 3 

1.1 Systems of linear Equations 3 

lin ear systems in which III = II. that is, li near systems having as many equations 
as unknowns. In this course we shall broaden our outlook by dealing wi th systems 
in which we have 11/ = n, 11/ < II. and 11/ > n. Indeed. there are numerous applica-
tions in which III i= II. If we deal with two, three, or four unknowns, we shall often 
write them as x, y, Z, and w. In this section we use thc method of eli mination as it 
was studied in high school. In Section 2.2 we shall look at this method in a much 
more systematic manner. 

The director of a trust fund has $100.000 to invest. The rules of the trust state 
that both a certificate of deposit (CD) and a long-term bond must be used. The 
director's goal is to have thc trust yield $7800 on it s investments for the year. 
The CD chosen returns S% per annum. and the bond 9%. The director determines 
the amount x to invest in the CD and the amount y to invest in the bond as follow s: 

Since the total inve:;tment is $100,000, we must have x +)' = 100.000. Since 
the desired return is $7800. we obtain the equation O.OSx + 0.09)' = 7800. Thus, 
we have the linear system 

x + )' = 100.000 

O.OSx + 0.09)" = 7800. 
(6) 

To eliminate x, we add (-O.OS) times the first equation to the second, obtaining 

0.04)' = 2800. 

an equation having no .r term. We have eliminated the unknown x. Then solvi ng 
for y . we have 

y = 70.000. 

and substituting into the lirst equation of (6), we obtain 

x = 30.000. 

To check that x = 30.000, Y = 70.000 is a solution to (6), we verify that these 
values o f x and )' satisfy each of the equations in the given l inear system. Thi s 
solution is the only solution to (6): the system is consistent. The director of the 
trust should invest $30,000 in the CD and $70,000 in the long-term bond. • 

Consider the l inear system 

x -3)"=- 7 

2x - 6y = 7. 
(7) 

Again. we decide to eli minate x. We add (-2) times the fi rst equation to the 
second one, obtaining 

0 = 21. 

which makes no sense. This means that (7) has no solution: it is inconsistent We 
could have come to the same conclusion from observing that in (7) the left side of 
the second equation is twice the len side of the fi rst equation, but the right side of 
the second equation is not twice the ri ght side of the fi rst equation. • 
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EXAMPLE 4 

EXAMPLE 5 

Consider the linear system 

x + 2)' + 3z = 6 

2x - 3)' + 2z = 14 

3x + )' - z = - 2. 

(8) 

To eliminate x, we add (- 2) times the first equation to the second one and (-3) 
times the fi rst equation to the third one, obtaining 

- 7)' - 4z= 2 

- 5)' - IOz = - 20. 
(9) 

This is a system of two equations in the unknowns.v and z. We multiply the second 
equation of (9) by (- tl. yieldi ng 

- 7y - 4z= 2 

)' + 2z = 4, 

which we write. by interchanging equations. as 

y + 2z= 4 
- 7y - 4z= 2. 

( 10) 

We now eliminate y in (10) by adding 7 times the first equation to the second one, 
to obtain 

10z = 30. 

z = 3. ( II ) 

Substituting this value of z into the first equation of (10), we find that y = - 2. 
Then substituting these values of y and z into the first equation of (8), we find that 
x = I. We observe further that our elimination procedure has actually pnxluced 
the linear system 

x + 2y + 3:; = 6 
)' 1 2;: = 4 

:; = 3, 

(12) 

obtained by using the first equations of (8) and (10) as well as (II). The importance 
of this procedure is thaI, although the linear systems (8) and (12) are equivalent. 
(12) has the advantage that it is easier to solve. • 

Consider the linear system 

x + 2)' - 3z = - 4 
2x + y - 3z = 4. 

(13) 
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Eliminating x, we add (-2) times the fir st equation to the second equation to get 

-3)' + 3z = [2. 

We must now solve (14). A solution is 

)' =z - 4. 

where z can be any real number. Then from the fi rst equation of ( [ 3), 

x = -4 - 2y + 3;: 

= - 4 - 2(z - 4) + 3z 

= z + 4. 

Thus a solution to the li near system (13) is 

x = z +4 
Y = z - 4 

z = any real number. 

( 14) 

This means that the li near system (13) has infini tely many solutions. Evcry time 
we assign a value to z we obtain another solution to ( 13). Thus, if z = I, then 

x = 5. y = - 3. and 

is a solution, while if z = - 2. then 

.r = 2, y = - 6. and z = -2 

is another solution. • 
These examples suggest that a li near system may have a unique solution, no 

solution, or infi ni tely many solutions. 
Consider next a li near system of two equations in the unknowns x and y: 

(JIX + (J2)' = el 

blx + b 2)' = C2 · 
(15) 

The graph of each of these equations is a straight line. which we denote by il and 
£2, respectively. If x = .\'1,)' = .f! is a solution to the linear system (15). then the 
point (.1'1. S2) lies on both lines i l and i 2. Conversely, if the point (.fl. Sl) li es on 
both li nes i l and £2, then x = .1"[, )' = .\. ! is a solution to the linear system (15). 
Thus we are led geometricall y to the same three possibil ities mentioned previously. 
See Figure I. [. 

Next. consider a li near system of three equations in the unknowns x. y, and z: 

([IX + b l )' + elZ = d l 

(J2X + b2J' + elZ = d 2 

(l3X + h3)' + e3Z = d 3. 

( 16) 

The graph of each of these equations is a plane. denoted by PI. P2, and P3, re-
specti vely. As in the case of a li near system of two equations in two unknowns. 
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FIGURE 1. 1 

FIGURE 1.2 

(a) A unique solution. 

)' 

I, 

-7"+---' __ -< 

I, 

(b) No solution. 

)' 

---\1--\--" 

I , 

(e) Infinitely many solutions. 

)' 

I, 

---+7"'---- " 

the linear system in (16) can have infi ni tely many solutions, a unique solution, or 
no solution. These situations are illustrated in Figure 1.2. For a more concrete 
ill ustrati on of some of the possible cases, consider that two intersecting wall s and 
the ceilin g (planes) of a room intersect in a unique point, a corner of the room, 
so the li near system has a unique solution. Next, think of the planes as pages of 
a book. Three pages of a book (held open) intersect in a straight li ne, the spine. 
Thus, the linear system has infi ni tely many solutions. On the other hand, when the 
book is closed, three pages of a book appear to be parallel and do not intersect, so 
the linear system has no solution. 

(a) A unique solution. (b) Infinitely many solutions. (c) No solution. 

p,/ 
P, 

./ p;/ V 

If we exami ne the melhod of elimination more closely, we fin d that it involves 
three manipulations that can be perfonned on a linear system to convert it into 
an equivalent system. These manipulations are as foll ows: 

I. Interchange the it h and Jth equations. 
2. Multiply an equation by a nonzero constant. 
3. Replace the ith equation by c times the jth equation plus the it h equation, 

i i= j. That is, replace 

by 
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It is not difficult to prove that performing ｴｨ･ｳｾ＠ manipulations on a linear sys-
tem leads to an equivalent system. The next example proves this for the second 
type of manipulation. Exercises 24 and 25 prove it fo r the firsl and third manipu-
lations, respectively. 

Suppose that the ith equation of the linear system (2) is multiplied by the nonzero 
constant c. producing the lin ear system 

(lIIXI + {/12X2 + 
anxi + {/ 22X l + 

(17) 

If XI = .f1 • ..I:2 = .f2 .... . x" = .1'" is a solution to (2), then it is a soluti on to all the 
equations in (17), except possibly to the ith equation. For the ith equation we have 

c(a jl S1 + (/i2.f2 + ... + (linS,,) = Cbi 

CUi 1St +Clli2.f2 + ... + Cll,,,S,, = Chi. 

Thus the ith equation of (17) is also satisfied. Hence every solution to (2) is also 
a soluti on to (17). Conversely, every solution to (17) also satisfies (2). Hence (2) 
and (17) are equivalent systems. • 

The following example gives an application leading to a lin ear system of two 
equations in three unknowns: 

(Production Planning) A manufacturer makes three different types of chemical 
products: A, B. and C. Each product must go through two processing machines: 
X and Y. The products require the following times in machines X and Y: 

I. One ton of A requires 2 hours in machine X and 2 hours in machine Y. 

2. One ton of B requires 3 hours in machine X and 2 hours in machine Y. 
3. One ton of C requires 4 hours in machine X and 3 hours in machine Y. 

Machine X is available 80 hours per week. and machine Y is available 60 hours 
per week. Since management docs not want to keep the expensive machines X and 
Y idle, it would like 10 know how many tons of each product to make so that Ihe 
machines are fully utilized. It is assumed that the manuL1cturer can sell as much 
o f the products as is made. 

To solve this problem. we let XI> Xl, and X) denote the number of toilS of 
products A, B , and C. respectively. to be made. The number of hours that machine 
X will be used is 

2xI + 3X2 + 4X3. 

which must equal 80. Thus we have 

2xI + 3X2 + 4X3 = 80. 
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Simil arl y, the number of hours that machine Y will be used is 60, so we have 

2xI + 2X2 + 3X3 = 60. 

Mathematicall y, our problem is to fi nd nonnegati ve values of XI. X2, and X 3 so that 

2xI + 3X2 + 4x] = 30 

2{1 + 2x2 + 3x] = 60. 

This li near system has infin itely many solutions. Foll owing the method of 
Example 4, we sec that all solutions are given by 

20 - x] 
XI = --2--

X2 = 20 - X3 

X ] = any real number such that 0 S x ] S 20, 

since we must have X I ::: 0 ,","2::: 0, and X3 .:::. O. When x ] = 10, we have 

" = 5. X2 = 10, x ] = 10 

while 
x, ｾ＠ " X2 

" 
ｾ＠ 13, x ] ｾ Ｗ＠

when X 3 = 7. The reader should observe that one soluti on is just as good as the 
other. There is no best solution unless addi tional infonnation or restri ctions are 
given. • 

As you have probably already observed, the method of eli mination has been 
described, so far, in general terms. Thus we have not indicated any rules for select-
ing the unknowns to be eliminated. Before providing a very systematic descrip-
tion of the method of elimination, we introduce in the next section the notion of 
a matrix. This will greatly simpli fy our notational problems and wi ll enable us to 
develop tools 10 solve many imponant applied problems. 

Solulion of a linear equation 
Li near system 

Consistent system 
Homogeneous system 
Trivial solution 
Nontrivial solution 
Equivalent systems 

Unique solution 
No solution 
Infinitely many solutions 
Manipulations on linear systems 
Method of elimination 

Unknowns 
Inconsistent system 

M.M Exercises 

I II EJerdse.\· Ilhro l/gh 14 . . \"O/re each gil'ell lillear ｾＩＧｾＧｉ･ｬｬｬ＠ by 
fhe It1nl/Od of dimillmivil. 

l. x + 2)' = 8 
h - 4y =4 

2. 2x-3y+4;= - 12 
x - 2y + : = -5 

3x+ y+2z = 

3. 3x + 2y + : = 2 
4x + 2y + 2: = 8 

x - y + : =4 

5. 2{+4y+6Z = - 12 
Ｒｻ Ｍ ＳｹＭＴｾ ］＠ 15 
3x+4y +5: = -8 

4 . . { +y =5 
3x+3y=IO 

6. x+ y-2: =S 
2x + 3y + 4: = 2 



 

7. 

9. 

II . 

13. 

15. 

.1 + 4y - :: = 12 8. 3x + 4)' - z=8 
h + 8y - 2;:: = 4 6_1 + 8)' - 2;:: = 3 

x + ), +3z =12 10. x+ )' =1 
2x + 2)' + 6;:: = 6 2, - ), =5 

3x + 4)' = 2 

h+3y=13 12. x - 5)' = 6 
x - 2)' = 3 1x + 2)' = I 

5:.: + 2)' = 27 5.{ + 2)' = I 

x + 3.1' = - 4 14. 21 + 3)' - z = 6 
2x+5y=-8 2, - ),+2z = - 8 
x+3y=-S 3x - y+ z = - 7 

Given the linear system 

2x - ) =5 

4x -2) = /. 

(a ) Delennine a particular vahle of I so thallhe system 
is consistent. 

(b) Detennine a particular value of f so thallhe system 
is mconslstenl. 

(c) How many different values of I can be selected in 
pari (b)? 

16. Given the linear system 

3x+4)=s 

6x+8) =I. 

(a) Determine particular values for l' and I so Ihal the 
system is consistent. 

(II ) Dtlennine p.uticulal values fOJ 1 and I so thai the 
system is inconsistent. 

(c) What relationship between the values of s and I will 
guarantee Ihat Ihe system is consistent? 

17. Given the linear system 

x+ 2y=10 

3x + (6+1»), = 30. 

(a) Determine a particular value of I so that the system 
has infinitely many solutions. 

(b) Determine a particular value of I so that the system 
has a unique soluti on. 

(e) How m:my different values of I can be selected in 
part (b)? 

18. Is every homogeneous linear system always consistent? 
Explain. 

19. Given the linear system 

2.1"+3), - z =O 

x - 4)' +5z =0. 

1 .1 Systems of linear Equations 9 

(a ) Verify that Xl = I. Yl = - 1. Zl = - I is a solution. 

(b) Verify that X2 = - 2.)'2 = 2. Z2 = 2 is a solution. 

(e) Is x = X l + X2 = - I. Y = Yl + Y2 = I. and 
Z = Zl + Z2 = 1 a solution to the linear system? 

(d) Is 3x. 3y. 3z . where x. y. and; are as in part (c). a 
solution to the linear system? 

20. Without using the method of elimination. so lve the linear 
system 

2x + )" - 2z = - S 

3y + z = 7 

4. 

21. Without using the method of el imination. solve the linear 
system 

4x 8 

-2\" + 3)' = - 1 

3x+Sy- 2z = II. 

22. Is there a value ofr so that X = I. Y = 2. Z = r is a 
solution to the followin g linear system? If there is. find 
it. 

2x + 3)' - Z = I I 

x - y+2:=-7 

4x+ y-2z= 12. 

23. Is there a value ofr so that x = r.y = 2. : = li s a 
solution to the follol'.-ing linear system? If there is. find 
it. 

3x - 2z= 4 

x - 4)' + z =-S 

-2x + 3y + 2z = 9. 

24. Show that the linear system obtained by interchanging 
two equations in (2) i, equivalent to (2). 

25. Show that the linear system obtained by adding a multi-
ple of an equation in (2) to another equation is equil'alent 
to (2). 

26. Describe the number o f points that simultaneously lie in 
each of the three planes shown in each part of Figure 1.2. 

27. Describe the number of points that simultaneously lie in 
each of the three planes shown in each part of Figure 1.3. 

28. Let Cl and C2 be circles in the plane. Describe the num-
ber of possible points of intersection of C 1 and C2• illu s-
trate each case with a figure. 

29. Let Sl and 52 be spheres in space. Describe the number 
of possible points of intersection of Sl and S2. Il lu5lrate 
each case with a figure. 



 
10 Chapter 1 li near Equations and Matrices 

/ p, / OJ / p, / P, 

1': / p, / 
(,) (b) 

(e) 

FIGURE 1.3 

30. :\n oil refi nery produces low sulfur and high sulfur fueL 
Each IOn of low-sulfur fuel requires 5 minutes in the 
blending plam and 4 minules in the refining plant: each 
ton of high.sulfur fuel require; 4 minutes in the blending 
plam and 2 minutes in the refining planl. If the blend-
109 plant is available for 3 hours and lhe refining plant is 
available for 2 hours. how many tons o f each lype of fuel 
should be manufactured so that the plants are fully used? 

31. A plastics manufacturer m:lkes two types of plastic: reg-
ular and special. Each ton of regular pl3SIic requires 2 
houo: in plam A :md 5 hours in planl B: each ton of ｾｰ･｟＠
c;:l1 plastic requires 2 hours In plam A and 3 hours in 
piam B. Jfplant A is available [I hours per day and plant 
B is available 15 hours per day, how many tons of each 
type of plastic can be made daily so thm the plants are 
fully used? 

32. A dietician is preparing a meal consisting of foods A. B. 
and C. Each ounce of food A contains 2 units of pro_ 
lein. 3 units of fal. and 4 units of carbohydrate. Each 
ounce of food B contains 3 units of protein. 2 units of 
fn1. and 1 unit of carbohydrme. Each ounce of food C 
contains 3 unils of protein. 3 units of fm. and 2 units of 
carbohydrate. If the meal IllU i t provide exactly 25 units 
of protein. 24 units of fat. and 2 I units of carbohydrate. 
how many ounces of each lype of food should be used? 

33. A manufacturer makes 2-minule. 6-minute. and 9·minute 
fi lm developers. E.1Ch ton of 2·minute developer requires 
6 minutes in plant A and 24 minutes in plant B. Each ton 
of 6·minute developer requires 12 minutes in plant A and 
12 minutes in plant B. Each too of9·minute de\'eloper reo 
quires 12 minutes in plant A and 12 minutes in plant B. 
If plant A is available 10 hours per day and plant B is 

available 16 !lours per day, how many tons of each type 
of de\'elopcr can be p-oduced so that the plants are fu ll y 
U."ed? 

34, Suppose that the three points ( I . - 5). (- I. I) . and (2. 7) 
lie on the parabola pel) = (I.r 2 + bx + c. 

(a) Determine a linear system of three equations in three 
unknowns that must be solved to find {/. h. and Co 

(b) Solve the linear system obtained in part (a) for (I, b, 
and c. 

35, An inheritance of S24,000 is to be divided among three 
truStS, with the second trust receiving twice as moch as 
the first trust. The three trusts pay interest annually at 
the rales o f 9%, 10%. and 6%, respectively. and return a 
total in interest of 52210 at the end of the first year. How 
much was invested in each trust? 

• 36. For the wftware you are using. determine the command 
that "automatically" wives a linear ｳｹｾ ｴ･ｭ＠ of eqllations. 

• 37, Use the command from Exercise 36 to solve Exercises 3 
and 4. and compare the Output with the ｲ･ｳｵｬｌｾ＠ yoo ob-
tained by the method o f elimination. 

.!. 38. Solve the linear system 

ｸＫｨＧＫ ｾｺ ］＠

tx + jy+ ;z= N 
ｦ ｸＫ ＡｹＫ ｾ ｺ］ ｾ＠

by using YOllr software. Cornp.tre the computed soilltion 
with the exact solution x = !, y = ｾＮ＠ z = I. 

.!. . 39. If your software includes acce§s to a computer algebra 
ｳｹＮｾ ｬ ･ｭ＠ (CAS), use it as follows: 

(a) For the linear system in Exercise 38. replace the 
fraction ｾ＠ with its decimal equivalent 0.5. Enter this 
system into your software and use the appropriate 
CAS commands to solve the system. Compare the 
solution with that obtained in Exercise 38. 

(b) In some CAS environments you can select the num-
ber of digits to be used in the calculations. Perfonn 
p:1I1 (a) with d i.!!it choices 2, 4. and 6 to see what 
infillence such selections have on the computed so· 
lution. 

.! 40, If )'our software includes ｡ ｣｣･Ｎｾｳ＠ to a CAS and Y01 can 
. ..elect the number of digits used in calculations. do the 
following: Enter the linear system 

0.7I.1 + 0.21), = 0.92 

0.23x + 0.58)' = 0.8 1 

into the program. Have the software solve the system 
with digit choices 2. 5, 7. and 12. Briefly discus. any 
variations in the wlutions generated. 
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1.2 Matrices 11 

m Matrices 

If we examine the method of elimination described in Section 1.1, we can make Ihe 
following observation: Only the numbers in front oftne unknowns XI, X2, . . . , x" 
and the numbers hi. b2 • ...• bm on the ri ght side are being changed as we perform 
the steps in the method of elimination. Thus we might think of looking fo r a way 
of writi ng a linear system without having to carry along thc unknowns. Matrices 
enable us to do this- that is, to write linear systems in a compact form that makes 
it easier to automate Ihc elimination method by using computer software in order 
to obtain a fast and efficient procedure for finding solutions. The usc o f matrices. 
however, is not merely that of a convenient notation. We now develop operations 
on matrices and will work with matrices according to the rules they obey: this will 
enable us to solve systems of linear equations and to handle other computational 
problems in a fast and effici ent manner. Of course, as any good defini tion should 
do. the notion o f a matrix not only provides a new way of looking at old problems. 
but also giv es ri se to a great many new questions. some of which we study in this 
book. 

An 11/ X 11 matrix A is a rectangular array of mil real or complex numbers arranged 
in //I hori zontal rows and II vertical columns: 

a!! al2 

a2! a22 

(I) 
.....- ith row 

• L- jth column 

The ith row of A is 

ai ll ] (I :;: i '=:: /I/ ); 

thejth column of A is 

[
a'i] a, 

,L (l .=::J.=:: n). 

We shall say that A is III by II (written as III x II ). If 11/ = II , we say that A is a 
square matrix of order II , and thai the numbers II!!. a22 . .... all" form the main 
diagonal of A. We rcfer to the number aij , which is inlhe ith row and Jth column 
of A, as the i, j th element of A, or the (i.j) entry of A. and we often writ e (I) as 
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